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Abstract 

Electron tunneling through a square potential energy barrier is used to calculate the distance-dependent factors of electron transfer (ET) 
processes in metal-monolayer-metal junctions, donors and acceptors dispersed in rigid organic glasses, intramolecular ET in rigid donor- 
bridge-acceptor species in solution and redox centers attached to electrodes through adsorbed monolayers. This tunneling model of distance- 
dependent non-adiabatic factors is incorporated in the intersecting state model (ISM). The result is a simple semiclassical theory which is 
used to calculate the rates of non-adiabatic ET reactions. When the electron is originally located in a 7r* molecular orbital of the donor and 
the reaction free energy is no lower than approximately - 50 kJ mol 1, no adjustable parameters are necessary to calculate the intramolecular 
ET rates from a donor, through a rigid bridge, to an acceptor. Such calculated rates are within an order of magnitude of the experimental 
values. The model can also account for the ET rates of more exothermic reactions provided that the value of an empirical parameter, which is 
constant for structurally related reactants and solvents of similar polarity, is estimated. The physical meaning of this parameter is related to 
the dynamics of the reactions. The profiles of the distance and free energy dependences of photoinduced ET rates are closely reproduced. The 
occurrence of distance-dependent non-adiabatic factors in intermolecular o'*-d ETs is rationalized. 
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1. Introduct ion 

The transfer of  an electron from a donor to an acceptor at 
restricted distances has become a central concern of experi- 
mental and theoretical studies on electron transfer (ET) reac- 
tions. The relevance of  such ET is illustrated by its probable 
involvement as the first chemical step in photosynthesis, 
where an electron is transferred from chlorophyll donors to 
quinone acceptors at restricted distances and orientations [ 1 ]. 
It is also believed that artificial ET systems aiming at the 
conversion of  sunlight into electricity may be designed on 
the basis of  the detailed control of  the energetics and kinetics 
of  the donor and acceptor and of  the bonding in the molecular 
bridge which keeps them at controlled geometries [2].  ET in 
organized systems is also expected to find important appli- 
cations in the development of  molecular electronic devices 
[31. 

The distance between donor and acceptor can be restricted 
using a great variety of  strategies. In 1971, Mann and Kuhn 
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[4] showed that monolayers of  fatty acids of different chain 
lengths between metal electrodes led to an exponential 
decrease in conductivity vs. thickness. The relatively small 
tunneling decay coefficient obtained for electrodes of  A1 and 
Hg,  •exp = 1.49 ./~-1, raised the possibility of  performing 
efficient long-range ET. The initial skepticism towards some 
of  the earlier results, due to the very high sensitivity of  the 
monolayers to imperfections in their structure, was countered 
by systematic reports giving similar values of/3exp for anal- 
ogous systems [5-8] .  Depending on the metal electrodes, 
the tunneling decay coefficients across monolayers of fatty 
acids are in the range 1.1-1.6 ~ - 1 .  Contemporary work by 
Miller [9] presented evidence for long-range tunneling of 
trapped electrons in 7-irradiated organic glasses. A few years 
later, long-range ET from the biphenyl anion to triphenyle- 
thylene in rigid, glassy ethanol was demonstrated [ 10]. In a 
subsequent study on the dependence of ET rates on distance 
and reaction exothermicity, Miller et al. [ 11 ] were able to 
quantify the distance dependence of  ET from the biphenyl 
anion to different acceptors in methyltetrahydrofuran 
(MTHF) at 77 K, and obtained /3~xp = 1.20/~-1.  A recent 
study by Krongauz [ 12 ] using different donors and acceptors 
in MTHF at 77 K gave a range of 13~xp values between 0.93 
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and 1.36 ,~ 1. However, the most influential experimental 
study of distance and conformational restrictions in ET was 
made by Closs et al. [ 13], who studied intramolecular ET 
from 4-biphenyl anion covalently linked by rigid bridges of 
different lengths and conformations to 2-naphthyl. Using 
their data for the rate constants and edge-to-edge distances of 
donor and acceptor bonded to equatorial positions in the 
bridge, we calculate/3~xp = 1.22 ,~- 1. Subsequent studies on 
intramolecular ET by other workers have shown that /3cxp 
between covalently linked donors and acceptors may range 
from 0.8 to 1.4 ]~ i [ 14]. This work inspired electrochemical 
studies in which an electroactive species was covalently 
linked to a saturated hydrocarbon containing an anchor group, 
and this group was adsorbed on the surface of a metal elec- 
trode [ 15]. In these studies, electrochemical unimolecular 
rate constants were measured and their distance dependence 
was studied using bridges of different lengths. The measured 
13exp values were in the range 0.8-1.8 .~--1 [16-18]. More 
recently, Moser et al. [ 19] showed that the typical tunneling 
decay coefficient of ET in proteins is/3~xp = 1.4 A -  1. Given 
the importance and complexity of biological ET, this subject 
will be left for a future publication. It is well known that when 
two redox sites are separated by a conjugated pathway, the 
values of/3~xp observed are much lower than 1.2 A 1. In such 
cases, the energetic proximity between the electron in the 
highest occupied molecular orbital (HOMO) of the donor 
and the lowest unoccupied molecular orbital (LUMO) of the 
bridge and the 7r symmetry of the orbitals involved favor the 
electronic coupling between donor and acceptor and lead to 
mixed valence species with intense intervalence charge trans- 
fer absorption bands. These bands are the result of light 
absorption in which the photon removes an electron from the 
donor and transfers it across the bridge to the acceptor. The 
nature of such intramolecular propagation of electrons 
between a donor and acceptor site across "molecular wires" 
[20,21] is different from the thermal ET processes across 
non-conjugated bridges which are the subject of this study, 
and will not be considered further in this work. 

The most striking observation concerning all the experi- 
mental studies addressed in this work is that tunneling coef- 
ficients of approximately 1.2 ]~- ~ can occur in systems as 
different as metal-monolayer-metal junctions, donors and 
acceptors dispersed in rigid organic glasses, intramolecular 
ET in rigid donor-bridge-acceptor species in solution and 
redox centers attached to electrodes through adsorbed mon- 
olayers. Apparently, the common feature of these systems is 
that the electron must tunnel from the donor to the acceptor 
through a region in which its energy is much higher than 
when it is located on the donor. The nature of the region 
crossed by the electron varies from small molecules frozen 
in random positions to long and rigid saturated hydrocarbon 
chains. 

The distance dependence of ET has also been actively 
investigated theoretically. The first steps in this field were 
taken by McConnell [22], who discussed the paramagnetic 
spectra of mononegative ions of a,oJ-diphenylalkanes in 

terms of through-o'-bond electronic interactions. However, it 
was the work of Hoffmann [ 23 ] showing that through-bond 
coupling over three o- bonds could be very high that moti- 
vated further theoretical approaches to this problem. The 
calculated distance dependence proved to be very sensitive 
to the method of calculation. The seminal work of McConnell 
[22] predicted /3c,lc to be larger than 1.8 ,~-1, while the 
extended H~ickel molecular orbital (MO) of Hoffmann [ 23 ] 
gave/3ca1~ = 0.37 ,~-1. Some of the reasons behind the dis- 
crepancies in the/3~ajc values have been clarified by the ab 
initio calculations published by Paddon-Row [24], Kim et 
al. [25], Curtiss et al. [26], Larsson and Braga [27] and 
Liang and Newton [28]. The coupling mechanism between 
the HOMO of the donor and the LUMO of the acceptor, 
taking into detailed account the electronic structure of the 
bridge, became known as the "superexchange" mechanism, 
a terminology first introduced by Anderson [29] to name the 
magnetic interactions between atoms separated from each 
other by intervening non-magnetic ions. The superexchange 
mechanism is a through-bond interaction. For each system, 
it competes with through-space interaction, which is usually 
interpreted as electron tunneling. The development of the 
superexchange mechanism was judged to be necessary 
because modeling the connection between donor and acceptor 
by a homogeneous medium seemed to yield exceedingly high 
tunneling barriers and, consequently, overestimates of the 
tunneling decay coefficient [28]. Although such a develop- 
ment can be regarded as a refinement over the homogeneous 
treatment of the intervening medium, it ignores the conspic- 
uous incidence of decay coefficients around 1.2 ,~-1 [30]. 
The similarity of /3exv regardless of the structure of the 
medium suggests that caution is necessary towards theoretical 
treatments which are highly dependent on the electronic 
structure of each bridge, because/3cxp ~ 1.2 ~.-  1 is also found 
in systems in which donor and acceptor are not connected by 
covalent bonds. A more general approach to the distance 
dependence of long-range ET is desirable. 

Our own interest in this field comes from the application 
of the intersecting state model (ISM) to chemical reactivity 
and, more specifically, to ET reactions. In recent applications 
of this model to ET, we were able to calculate self-exchange 
rates of metal complexes transferring 7r-d electrons using 
only structural and electronic data on the reactants and prod- 
ucts [31 [. However, in the transfer of o-*-d electrons, the 
correlation with the experimental data suggested the exis- 
tence of distance-dependent non-adiabatic factors [31]. 
More importantly, these calculations were consistent with a 
spin-forbidden factor of approximately 10- 3 in exchanges at 
the Co 2 +/3 + center, as observed experimentally by Song et 
al. [32] and expected from the consistently larger experi- 
mental AS* values of Co 2÷/3+ compounds compared with 
isostructural Ru 2 +/3 + and Fe 2 +/3 + couples [ 31 ]. Spin-for- 
bidden factors of this magnitude in cobalt-amine complexes 
have also been calculated by several other workers [ 33-35 ]. 
Cross-relations in ET were also addressed with remarkable 
success, although an empirical parameter, constant for fam- 
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ilies of reactions, had to be included for strongly exothermic 
reactions [36]. The same methodology was applied to self- 
exchanges of organic species with good results [37]. The 
objectives of the present study of ET reactions between 
donors and acceptors at restricted distances are as follows: 
1. to provide a quantum mechanical treatment for electronic 

motion which can offer a simple but quantitative account 
of distance-dependent non-adiabatic factors; 

2. to show that the methodology developed by ISM for the 
calculation of the free energy barriers to nuclear motion 
in ET reactions can be extended to donors and acceptors 
in intramolecular systems; 

3. to associate the structural and electronic parameters 
employed in self-exchanges with the treatment of elec- 
tronic motion, and to calculate long-range intramolecular 
ET as a function of the distance between donor and accep- 
tor and of the exothermicity of the reactions; 

4. to develop a quantitative treatment of the distance-depend- 
ent factors empirically estimated in earlier calculations on 
o-*-d electron exchanges. 

It is a pleasure to contribute this work to the anniversary 
issue celebrating the 100th volume of the Journal o f  Photo- 

chemistry and Photobiology A: Chemistry, in particular 
because it follows earlier applications of the ISM to chemical 
reactivity, including photoinduced ET reactions, published in 
this journal. 

2. Theoretical models 

The ISM was initially developed [38,39] to calculate the 
rate constants of atom and group transfer reactions in the gas 
phase and in solution [40]. Its goal was to obtain a simple 
analytical method to calculate reaction energy barriers using 
structural and electronic properties of the reactants and prod- 
ucts, the knowledge of the reaction energy and general ideas 
from transition state theory. In keeping with this goal, a uni- 
dimensional reaction coordinate was defined in terms of the 
distortion of the reactive bonds from their equilibrium posi- 
tions to their configuration at the transition state, using clas- 
sical treatment. It was found that these geometric changes in 
the reactive bonds had to be scaled by the corresponding 
equilibrium bond lengths. A scaling factor, analogous to that 
introduced by Pauling in his bond order-bond length rela- 
tionship, was included in these calculations. 

Following successful applications to proton transfer reac- 
tions [41-50],  ISM was tentatively applied to ET reactions 
[51-54] with one major conceptual change: the bond order 
of the reactants was kept constant along the reaction coordi- 
nate. This restriction is required by the nature of outer-sphere 
ET, where no bond breaking-bond forming processes occur. 
Recently, we undertook a comprehensive study of ET reac- 
tions within the framework of the ISM. The first type of 
reaction to be systematically studied was electron self- 
exchange in transition metal complexes [ 31 ]. The calculated 
rates were in better agreement with experiment than those 

calculated by Marcus theory at the same level of sophistica- 
tion. Non-adiabatic factors were included in o-*-d electron 
transfers. This study employed a classical formulation of 
ISM and the non-adiabatic factors had to be treated empiri- 
cally. Next, ISM was used to calculate the self-exchange rates 
of small species (C10//o,  NO2/o, 02 /o)  and the cross-reac- 
tion ET rates of metal complexes and small species [36]. It 
was gratifying to see that the parameters employed in self- 
exchanges could be directly transferred to cross-reactions. 
For families of very exothermic reactions, a common empir- 
ical parameter, related to the reaction dynamics, had to be 
introduced. Finally, self-exchanges of organic species were 
treated as adiabatic ET reactions [ 37 ]. These reactions could 
be treated classically and no adjustable parameters had to be 
included. For long-range ET between organic species, dis- 
tance-dependent non-adiabatic factors must be included, and 
a model was introduced to calculate such factors [37]. 

There are two major differences between ISM and Marcus 
theory: ( 1 ) Marcus theory assumes that the solvent reorgan- 
ization energy is the dominant contribution to the reaction 
energy barrier, whereas ISM considers that the contribution 
of non-specific solvent effects to this barrier is less than 5 kJ 
mol - l ;  (2) Marcus theory calculates the internal reorgani- 
zation energy presuming that the activated complex config- 
uration of a bond involved in the reaction coordinate (l*) is 
intermediate between that of its oxidized and reduced forms 
(/ox < l* < Ir~ or lr~ < l* </ox, where l represents the bond 
length), while ISM predicts that the activated complex con- 
figuration corresponds to a stretching of the bonds partici- 
pating in the reaction coordinate (l* >/reO,/ox). 

The predictions of Marcus theory concerning the effect of 
the solvent in the ET reaction barrier can be conveniently 
assessed by analysing the experimental solvent dependence 
of electron self-exchange rates in systems with one uncharged 
reactant. Such systems are free from solvent effects in the 
reaction free energies (A G °) and in the work terms. A most 
striking example of the (lack of) solvent effects on ET energy 
barriers is the experimental observation that the self- 
exchange reactions of alkylhydrazines have nearly the same 
energy barrier in acetonitrile and in the vapour phase [55], 
while Marcus theory predicts that, with a distance r = 700 pm 
between the centers of the reactants in the activated complex 
[56], AG* in acetonitrile should be larger by 26 kJ mo1-1 
than that in the vapour phase. A survey of electron self- 
exchange reactions involving transition metal complexes also 
reveals the magnitude of solvent effects in ET rates. Ferro- 
cene/ferrocenium and cobaltocene/cobaltocenium are pre- 
dicted (with r =  760 pm) to exhibit a 15-fold increase in the 
rate when the solvent is varied from methanol to benzonitrile 
or nitrobenzene, but factors of 1.5 increase and 1.2 decrease 
are observed respectively [57]. The self-exchange rate of 
tris (hexafluoroacetylacetonato) ruthenium ( I I / I I I )  should 
increase by a factor of 8.2 (using r =  1000 pm) when the 
solvent is changed from methanol to nitrobenzene, but only 
a factor of 4.9 increase is observed [58]. When the solvent 
is varied from propylene carbonate to benzonitrile, the 
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exchange rate of bisbiphenylchromium(0/I) should increase 
by a factor of 3.1 ( r = l 1 6 0  pm) and experimentally it 
increases by a factor of 2.5 [59]. Apparently, the agreement 
between Marcus theory predictions and the experimental 
observations on solvent effects in ET rates improves as the 
reactants become larger, i.e. as no solvent dependence is 
predicted. These and other results have led to the recent con- 
clusion that the rates of self-exchange are typically only mar- 
ginally influenced by changes in solvent identity [60]. If 
ISM gives a correct description of ET reactions, then it is 
expected that non-specific solvent effects will lead to 5 kJ 
mol - i  variations in A G ~, i.e. that the self-exchange rates 
should vary by less than a factor of 7.5 at room temperature. 
This is confirmed by the experimental data. 

• The new trend emerging in the literature considers that the 
internal reorganization is the major contributor to the acti- 
vation energy of many ET reactions, and little room is left 
for solvent reorganization [ 61,62]. However, if Marcus the- 
ory overestimates the solvent reorganization energy and, in 
many cases, calculates rate constants in agreement with the 
experimental values [63,64], such overestimation must be 
compensated by an underestimation of the internal reorgan- 
ization energy. Thus we are led to believe that the activated 
complex configuration corresponds to a larger distortion of 
the reactant modes than is used in Marcus theory, i.e. 
/* >/~,/ox. This suggests that ISM gives a correct description 
of the reaction coordinate and prompts us to extend the appli- 
cation of this model to other ET processes. 

2.1. Nuclear factors 

At its present level of sophistication, ISM treats the nuclear 
motion classically. The equations that govern the nuclear 
motion along the reaction coordinate have been discussed 
elsewhere [ 31,36,40]. Thus the following presentation of the 
model for nuclear motion focuses on the concepts involved 
rather than the derivation of equations. Next, we discuss the 
quantum mechanical treatment of electronic motion along the 
reaction coordinate, supplementing earlier applications of 
ISM which do not offer a quantitative approach to this factor. 
The combination of a classical treatment of the nuclear 
motion with a quantum mechanical treatment of the electronic 
factor results in a semiclassical formulation of ISM. This 
mixture of classical and quantum arguments may seem to 
result in a crude model of chemical reactivity. However, like 
many other hybrid models coexisting in this field, this very 
mixture of ingredients leads to formulae which can be treated 
without resorting to adjustable parameters or compromising 
the physical meaning of the model. The ultimate value of this 
approach has to be assessed from a comparison between cal- 
culated and observed rate constants. 

The adiabatic transfer of an electron from a donor to an 
acceptor will occur every time the configuration and energy 
of the nuclei in the reactants and products are identical. These 
are the conditions that determine the nuclear configuration of 
the transition state in real systems. ISM defines the nuclear 

reaction coordinate as the sum of the distortion of the molec- 
ular bonds from their equilibrium positions towards the tran- 
sition state configuration 

d = ( l~- lr)  + (lCp-lo) (1) 

where lr and Ip are the equilibrium bond lengths of the reac- 
tants and products, and provides geometric criteria for their 
determination. These criteria establish that, when the reaction 
free energy is close to zero, the variation in each bond length 
along the reaction coordinate is ruled by its transition state 
bond order in a manner that can be related to the equation 
Pauling introduced for stable species 

in ,g= _ !  ( g -  It) (2) 
a 

where a is a "universal constant". The variation in each bond 
length is also proportional to the equilibrium length of the 
bond being distorted. Thus the reaction coordinate is deter- 
mined by the bond order and equilibrium bond length of each 
reactive bond. In order to keep the model unidimensional, the 
contributions of all the reactive bonds are averaged. The 
resulting expression for the reaction coordinate can be written 
as 

a' In 2 
d = - - - - ~  (/r + Ip) (3) 

where n* is the average transition state bond order, lr and lp 

are the average equilibrium bond lengths of the reactants and 
products and a '  = 0.156 is a constant analogous to that defined 
by Pauling. 

It is the displacement of the nuclei from their equilibrium 
positions that leads to the reaction energy barrier. The energy 
variations involved in the stretching of the bonds are much 
higher than those associated with other vibrations, and thus 
only these vibrations will be considered here. In order to 
obtain analytical solutions to these vibrational modes, each 
bond is treated as a harmonic oscillator characterized by a 
force constant. Again, to maintain a unidimensional model, 
averages for the force constants of the reactive bonds are 
used. The relations between all the variables involved in our 
calculations of self-exchange rates are represented in Fig. 1. 

The reaction free energy barrier A G* has to be overcome 
by the thermal fluctuation of nuclear positions. The process 
by which nuclei acquire enough energy to overcome this 
barrier is irrelevant for the calculations provided that the 
transition state species which start as reactants are in local 
equilibrium with the reactant states. This is the first of the 
two fundamental assumptions of transition state theory, and 
that which makes it a statistical mechanical theory [65]. 
Consequently, the nuclear barrier crossing problem can be 
formulated in thermodynamic terms, and free energy plots 
should be employed to obtain phenomenological ET rate 
constants [ 31 ]. The second assumption of transition state 
theory is that the molecules with energies equal or larger than 
A G* cross the transition state configuration with the fre- 
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d 

raaetion eoordinnte 
Fig. 1. Free energy profile along the reaction coordinate defined by ISM for 
an electron self-exchange reaction. Reactants and products are represented 
by harmonic oscillators with force constants fr and fp. The parameter d 
represents the sum of the bond distortions of the bond lengths of the reactants 
and products from their equilibrium positions to their transition state 
configuration. 

quency v, = knT/h, and have unitary probability of yielding 
products. If these conditions are followed, the adiabatic bimo- 
lecular rate constant can be calculated from 

kBT 
ka d = . . .~_(Co)  -1  exp( - AG¢/RT) (4) 

where Co is the standard concentration (co = 1 M) and the 
other symbols have their usual meanings. According to ISM, 
the rate constants of adiabatic ET with reaction free energies 
close to zero can be calculated by Eq. (3) and Eq. (4). If the 
reactive bonds are treated as harmonic oscillators, as shown 
in Fig. 1, the rate constant calculations only require a knowl- 
edge of the average bond lengths, force constants and bond 
orders of the reactants and products. 

For more exothermic reactions, Eq. (3) must be replaced 
by 

a '  ( l+exp(2v~n~AG°/A) } 
d=~nc ln- l_ [ l+exp(2~- -~nSAGO/A)]_ l - ( / r - I - Iv )  (5) 

which introduces an additional parameter A associated with 
the dynamics of the reactions. This parameter is not related 
to the reorganization energy parameter of Marcus theory 
which is usually represented by the same symbol. It is con- 
venient to discuss in more detail the physical meaning of the 
new concepts introduced by ISM and translated by n*, a' and 
h in Eq. (5). 

2. I. 1. The nature of  the transition state bond order n ~ 
Most frequently, during an electron exchange, the total 

bond order of two reactants is conserved, although the bond 
order of each reactant may vary during the course of the 
reaction. For example, in the self-exchange 

C6H 6 + *C6H6 ---) C6H 6 + *C6H 6 

benzene has a valence bond order of 1.50 and the benzene 
anion has a bond order of 1.42 (because the extra electron 
occupies an antibonding orbital), but the average bond order 
of 1.46 is preserved during the course of the reaction. This 
type of bonding and antibonding electron counting can be 

Scheme 1. 

used to obtain the bond order of each organic species along 
the ET reaction coordinate in ET [ 37 ]. The transition state 
bond order n* of an ET reaction is calculated from the con- 
tributions of the two reactants 

1 1 1 
(6) 

n ¢ 2n~t 2n¢2 

The values of n* for ET involving transition metal complexes 
with saturated ligands, such as H20 or NH3, are equally sim- 
ple to calculate, because it has been shown that the metal- 
ligand bonds can be regarded as single bonds [ 31,36]. Only 
Ru and presumably Os complexes were found to have 
increased equilibrium bond orders due to back-bonding. 
However, transition metal complexes with aromatic ligands, 
such as bipyridyl or pyridine, were shown to have n* values 
that exceeded the equilibrium bond orders [31,36]. This can 
be explained by considering that the p orbitals of the ligands 
may interact to accommodate the electron being transferred, 
in a manner related to inner-sphere processes, leading to an 
increased value of n* (Scheme 1 ). Such increased values of 
n ~ correspond to a high resonance energy at the crossing point 
of the reactant and product potential energy curves. This 
interaction leads to metal-to-ligand bonds with double bond 
character, and thus n* = 2. 

2.1.2. The nature of the constant a' 
The constant a' = 0.156 is a dimensionless proportionality 

constant between the transition state bond orders and the 
corresponding reduced bond distortions, which are given by 
the sum of the distortions of the reactant and product bonds 
from their equilibrium lengths to the transition state config- 
uration scaled by the equilibrium bond lengths 

(t~* - lr,~) + ( l~ -  it, ~)  
n = ( 7 )  

/r,eq "t- Ip,eq 

The value of a '  was obtained [ 38 ] from a correlation between 
and 1/n* for atom transfer reactions of the type H+Hz ,  

C1 + H2 and H + I2, and was found to lead to good agreement 
between the transition state configurations calculated by ISM 
and ab initio methods for the reactions H + H 2 ~  H2+H,  
H2 + Cl ~ H + HCI and H + HF --~ HE + F. This scaling factor 
seems to be a universal scaling factor for ISM calculations, 
because it has been successfully used as a constant for a large 
diversity of reactions: atom and proton transfer reactions, ET 
reactions, cation-anion recombinations, etc. It is not treated 
as an adjustable parameter. 

2.1.3. The nature of the dynamic parameter A 
The parameter )t has been related to the amount of vibra- 

tional energy released in the nascent products. It increases 
with the capacity of the activated complex to convert AG O 
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into translational and/or vibrational energy of the non-reac- 
tive modes of the products. For reactions in solution, it is 
treated as an adjustable parameter, but its effect on the cal- 
culated rate constants is only significant for reactions with 
AG O < - 50 kJ mol -  l. Furthermore, the qualitative depend- 
ence of A on several reaction conditions can be predicted, 
because A is expected to be low when AS* is low (tight 
transition state) and high when AS* is high (loose transition 
state). For example, X increases with an increase in the sol- 
vent polarity or the rigidity of the medium. This parameter is 
constant for a family of structurally related reactants under- 
going the same type of reaction under the same conditions. It 
scales the impact of A G O on d. 

The free energy of activation of self-exchange reactions 
( A G O = 0) can be calculated with d given by Eq. (3) and the 
relations expressed in Fig. 1 

¢ 1 [d'~ z 
AG (8) 

wherefr is the force constant of the reactants. Such calcula- 
tions do not require adjustable parameters and can be desig- 
nated as absolute rate calculations. When AG o :~ 0, AG* must 
be calculated from the relations 

l f r x z = ~ f p ( d - x ) 2  + AG° (9a) 

AG =~f~x (9b) 

where x is the average bond extension of the reactants from 
their equilibrium position to their configuration at the tran- 
sition state and d is given by Eq. (5). In this case, A must be 
estimated and its value becomes relevant when A G o < - 50 
kJ mol -  1. 

2.2. Electronic factors 

The importance of the medium separating the electron 
donor and acceptor in the stabilization of the energy of the 
electron during the ET process has been recognized by many 
workers. For example, Mann and Kuhn [4] proposed that 
fatty acids stabilize the electron energy by an empirically 
obtained constant factor of 2.25 eV, independent of the nature 
of the donor and acceptor, and compared this factor with the 
electron affinity of rigid organic solutions determined by 
Johnson and Albrecht [66]. What these workers actually 
measured was the photoconductivity of N,N,N'N'-tetrame- 
thylparaphenylenediamine (TMPPD) in 3-methylpentane 
(3MP) at 77 K, and concluded that the ionization potential 
(Ip) of TMPPD decreases from I p ( g a s )  = 6.6 eV in the gas 
phase to lo(,,o~) = 5.9 eV in rigid 3MP solution. The ionization 
potential of a solute has been expressed [67] as Iv(sore)= 
Ip(gas)+P+ +V o, where P+ is the adiabatic polarization 
energy of the medium by the positive ion and Vo is the energy 
of the electronic conduction level in the dielectric relative to 
the vacuum. Vo for non-polar hydrocarbon liquids at room 

temperature tends to range from +0.2 to - 0 . 6  eV [68]. 
There are two contributions to Vo: short-range repulsive 
forces and the polarization energy due to long-range inter- 
actions of the electron with the fluid. The former serves essen- 
tially to confine the electron to limited regions and can be 
expressed in terms of a zero-point kinetic energy [69]. The 
latter should have a functional form similar to that of the 
electronic polarization energy of the positive ion which, for 
liquids, Holroyd [70] has suggested may be represented by 
the Born charging energy, i.e. has a reciprocal dependence 
on the square of the refractive index of the liquid. The 
assumption that the stabilization of the energy of the electron 
during the tunneling process is only a function of the prop- 
erties of the dielectric is in conflict with the experimental 
data. Krongauz [12] clearly showed that tunneling barrier 
heights calculated from the medium properties alone cannot 
account for the observed ET distance dependence, either 
using a tunneling or superexchange model. We believe that 
the failure of this model when applied to ET processes is 
related to its picture of a localized electron, which is not 
applicable to a tunneling process. 

Our approach to the distance-dependent electronic factors 
in ET reactions is to consider that the electron has to tunnel 
from the donor to the acceptor through a potential energy 
barrier of variable length. More specifically, the energy var- 
iation along the electronic coordinate of a long-range ET can 
be simulated by representing the donor by a potential energy 
well containing the electron and the intervening medium 
between the donor and acceptor by a rectangular barrier. The 
height of this barrier is given by the energy of the electron in 
the medium relative to its energy in the donor, q). The width 
of the tunneling barrier is determined by the edge-to-edge 
distance between the donor and acceptor, Re. This simple 
model is pictured in Fig. 2. The Wentzel-Kramers-Brillouin 
(WKB) solution for the probability of a particle to escape 
from a potential well through the type of potential energy 
curve illustrated in Fig. 2 is well known [71] 

XR = exp[ 2 ~ R e ]  (10) 

The distance dependence of ET can be associated with XR, 
giving for the tunneling decay coefficient 

I-T ~ AG ° 
> 

electronic  coordinate 

donor bridge accept.or 

Fig. 2. Schematic representation of the electron tunneling barrier separating 
the reactant and product potential energy wells in a rigid system. 
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Fig. 3. Electronic energy levels of metals. For independent metals, the vacuum levels are equal and the Fermi levels lie below the vacuum levels by their 
respective work functions. When the metals are at equilibrium and separated by a small gap, the energies of the Fermi levels are equalized. If a positive voltage 
U is applied to metal II, its energy shifts downwards by the amount eU, and electrons will flow from metal I to metal II. 

2 2~moq)= 1.025V~ (11) 
/3~alc h 

With the constant used in this equation, when qb is expressed 
in electronvolts,/3c,~, will be expressed in A, ~. 

Following this model, the determination of the distance 
dependence of ET becomes simply a matter of calculating 
the height of the tunneling barrier. In the limiting case of an 
electron being transferred between two metals through a vac- 
uum, as observed in scanning tunneling microscopy (STM) 
[72,73 ], the tunneling barrier is trapezoidal. For typical val- 
ues of the electronic work functions of the metals involved 
in these processes, q~ can be calculated as the average of the 
work functions of both metals (Fig. 3). If an intervening 
medium is placed between the metals, a stabilization of the 
virtual energy of the electron in that region will occur, and a 
reduction in flcal~ should be observed. When the lowest energy 
conduction band of the intervening medium is of much higher 
energy than the initial energy of the electron, this medium 
can be treated as a dielectric. The stabilization of charge 
separation by dielectrics is well known from electrostatics. If 
the charges produced in the detachment of an electron from 
a molecule can be treated as stationary, the Coulomb potential 
experienced by the electron at a given distance from the cation 
in the vacuum (qbo), relative to the potential (cb) experienced 
at the same distance when the system is immersed in a 
medium of permittivity e, will be 

'/'o 
--~- = er (12) 

where er is the relative permittivity (or static dielectric con- 
stant) of the medium. 

However, the electron cannot be treated as a stationary 
charge in ET reactions. The frequency of the movement of 
an electron singly occupying an antibonding delocalized 
molecular orbital of the donor can be estimated from the zero- 
point energy of a particle in a unidimensional potential well 
of infinite walls (E), and the relation E = h v, giving 

h 
V~l - 8 m ~  ( 13 ) 

where rD is the effective length of the lowest energy anti- 
bonding molecular orbital of the donor, measured along the 
donor-acceptor axis, and me is the mass of the electron at 

rest. Typical conjugated ~-molecular orbitals of electron 
donors have sizes from 0.9 nm down to 0.3 rim. For such ro 
values, Eq. (13) leads to electronic frequencies in the range 
1014-1015 S -1, in excellent agreement with the electronic 
frequency factors employed by Miller and coworkers for sim- 
ilar processes [ 11,74]. At such high frequencies, only the 
electronic component of the polarizability of the molecules 
constituting the intervening medium can contribute to its rel- 
ative permittivity. The orientation and distortion polariza- 
tions cannot contribute to the stabilization of charge 
separation in such fast processes. It follows from the Maxwell 
equations that the relative permittivity at a specified fre- 
quency is related to the square of the refractive index at that 
frequency 

8r = (nr) 2 (14) 

The frequency of the yellow light from sodium vapour 
(5.0 × 10 ~4 s -  J), most often used to determine the refractive 
index of substances riD, is similar to the high frequencies of 
electronic motion in molecules. Therefore the static dielectric 
constant employed in Eq. (12) must be replaced by the opti- 
cal dielectric constant or by the experimentally determined 
value of (riD) 2, which is equivalent in the relevant frequency 
range. Taking into consideration the effect of the dielectric 
in long-range ET, the tunneling barrier height (qb) can now 
be calculated as the potential energy of the highest energy 
electron in the electron donor relative to the energy of the 
electron at rest in the vacuum (~o),  corrected by the optical 
dielectric constant of the medium 

'/'o q~= (15) 
(rtD) 2 

The scaling of the tunneling barrier height by (riD) 2 is not 
unexpected in view of the definition of the refractive index 
of a medium 

nD=C/V (16) 

where c is the speed of light in the vacuum and v is its speed 
in the medium. Given the wave-like behavior of particles, 
this is very suggestive of 

Ek(medium) = Ek( . . . . . .  )~riD (17) 

where Ek represents the kinetic energy of the electron in the 
tunneling process. 
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Eq. ( 11 ) and Eq. (15) provide the framework to calculate 
the tunneling decay coefficients of long-range ET without 
explicit consideration of the molecular structure of the inter- 
vening medium. Therefore their great simplicity should be 
matched by their applicability to a wide range of systems. 
Actually, the experimental refractive index accounts for the 
molecular structure of the medium, and the fundamental 
approximation of this model is to consider that the interaction 
of the electron with the dielectric in its tunneling path parallels 
the interaction of electromagnetic radiation when it propa- 
gates through the dielectric. In view of their similar fre- 
quencies and wave-like behavior in the tunneling phenome- 
non, this seems to be a reasonable model. 

The calculation of the non-adiabatic factor at contact (Xo), 
i.e. when Re = 0, is not a concern of this work. For the reasons 
stated previously, we will take Xo = 10-3 for spin-forbidden 
ET at cobalt-ammine redox centers. There is another system 
considered in this work for which we made )to < 1. In this 
system, the reactive state is in equilibrium with non-reactive 
states, and Xo reflects the fraction of reactive states populated. 

In our earlier calculations on adiabatic bimolecular inter- 
molecular ET rates, the pre-exponential factor was taken from 
transition state theory (Eq. (4)) .  In non-adiabatic intramo- 
lecular ET, special attention must be given to the choice of 
an appropriate pre-exponential factor. According to the 
model pictured in Fig. 2, the impact of the electron in the 
tunneling barrier occurs with a frequency vel, but the proba- 
bility of escape of the electron is given by XoXR. Thus the 
reactive electronic frequency in ET is XoXRVcl. Given the 
small range of sizes of the electron donors addressed in this 
study, we make V~l = 5 × 1014 s - l  for all the intramolecular 
reactions presented here. 

2,3. Calculation o f  ET rate constants 

We have now concluded the formulation needed to 
calculate non-adiabatic intramolecular ET rates. Such non- 
adiabatic rates can be calculated from 

k, ad = XoXRVcl exp( - A G* / RT) (18) 

When A G o is close to zero, the reaction free energy barrier 
can be obtained from Eq. ( 3 ) and Eq. (8), and the calculation 
of k, aa does not require the adjustment of any parameters to 
the kinetic data. We refer to such semiclassical calculations 
as absolute rate constant calculations. For significantly exo- 
thermic reactions, A G* must be calculated using Eq. (5) and 
Eq. (9a) and Eq. (9b); at this level of sophistication of the 
model, for such exothermic reactions, one adjustable param- 
eter (A) is involved. 

The following part of this work presents two types of 
calculation. First, we test the validity of our tunneling model 
by applying Eq. ( 11 ) and Eq. (15) to calculate the tunneling 
decay coefficients of distance-dependent ET in widely dif- 
ferent systems. Then we calculate the non-adiabatic ET rate 
constants. Such rates are calculated according to the follow- 
ing procedure. 

1. The ET reactive center of each reactant is identified. For 
a transition metal complex, it is usually composed of 
metal-ligand bonds. For an organic species, it involves 
the conjugated system, except when the electron is pref- 
erentially localized elsewhere, e.g. in the nitro group of 
nitrobenzene. 

2. The experimental bond lengths of the reactive bonds of 
each reactant are taken from the literature. The model is 
not very sensitive to small variations in these bond lengths. 
These bond lengths are averaged to obtain a unidimen- 
sional reaction coordinate. 

3. The diagonal stretching force constants of the reactive 
bonds of each reactant are taken from the literature. For 
transition metal complexes, where the oscillators are inde- 
pendent, the effective force constant is calculated as 
fe2ff = ~2f/2. For organic molecules, the effective force con- 
stant is the average of the force constants of the reactive 
bonds. 

4. The valence bond order of each reactant is the average of 
the bond orders of its reactive bonds. The ET transition 
state bond order n* is given by Eq. (6). As mentioned 
above, transition metal complexes with aromatic ligands 
may have enhanced values of n* relative to the valence 
bond order of the reactants. 

5. With the values of the effective bond lengths and n* deter- 
mined above, Eq. (5) can be used to obtain the reaction 
coordinate d. When I A G°I < 50 kJ tool-  l, absolute cal- 
culations can be performed using, for example, A = 250 
kJ mol -  1, because the value of d is not very sensitive to 
the value of A. 

6. The free energy barrier AG* is calculated with Eq. (8) 
(self-exchange) or Eq. (9a) and Eq. (9b) (asymmetric 
ET). 

7. Distance-dependent non-adiabatic factors are calculated 
with Eq. (10) and Eq. (15), where @o is the energy of 
the donor relative to the vacuum and nD is the refractive 
index of the medium separating the donor and acceptor. 

8. The rate of non-adiabatic intramolecular ET between 
donor and acceptor separated by a rigid spacer is calcu- 
lated with Eq. (18). For simplicity, the electronic fre- 
quency is taken as approximately constant and equal to 
Ve1=5×1014S 1 

3. Results 

The calculation of tunneling decay coefficients according 
to Eq. ( 11 ) and Eq. (15) requires a knowledge of the abso- 
lute potential of the electron donor and the refractive index 
of the intervening medium. The energy of the electron in the 
donor (D - ) relative to its energy in vacuum can be estimated 
from the standard electrochemical reduction potential of the 
donor relative to a given reference electrode and the absolute 
potential of that reference electrode 

45°(D- ) = E ° ( D / D -  ) + qb°(ref) (19) 
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Fig. 4. Schematic representation of the energy of an electron in a reduced 
electron donor ( D - )  and in an electronically excited donor (D*)  relative 
to its energy in vacuum and in SCE. 

If the reaction is reversible, the standard potential E ° may be 
replaced by the polarographic half-wave potential Et/2 with 
an error smaller than 10 mV [75]. In photoinduced ET, the 
energy of the excited electron in the donor (D*) can be 
obtained from the standard electrochemical oxidation poten- 
tial of the donor relative to a given reference electrode, the 
excited state energy of the donor and the absolute potential 
of the reference electrode 

qP(D*) = E°(D/D + ) + E* + qP(ref) (20) 

where E* can either be the singlet (Es) or triplet (ET) excited 
state energy. These relations are illustrated in Fig. 4. The 
reference electrodes considered in these calculations are the 
normal hydrogen electrode in water (qO°(NHE)= 4.44 eV 
[ 76 ] ) and the standard calomel electrode ( qP (SCE) = 4.71 
eV [77] ). 

The energy of an electron in a metal relative to its energy 
in vacuum is given by the electron work function of the metal, 
qPM. In order for the electron to tunnel from one metal to 
another, a bias voltage (U) must be applied to the system 
(Fig. 3). When a positive bias is applied to metal II ( U> 0), 
its energy is lowered by eU, where e is the charge of the 
electron, and the electrons will tunnel from the Fermi level 
of metal I to metal II. The applied voltage should also lower 
the tunneling barrier. This is not explicitly accounted for in 
our calculations because we consider only systems with low 
bias voltages. Under this condition and for typical electronic 
functions of the metals, the tunneling barrier between two 
metals separated by a vacuum can be approximated by 

qp(M) = qtPM, + qbOM,, 
2 (21) 

In an analogous manner, the energy of an electron in equi- 
librium between an electroactive center and an electrode can 
be related to its energy in vacuum by 

ql~O(E ) = qPM,+ qb°(D) 
2 (22) 

as illustrated in Fig. 5. In order for an electron to be trans- 
ferred, an electrode overpotential -r/must be applied to the 
system. This overpotential will decrease the height of the 
tunneling barrier by approximately I r/I/2. More exact for- 
mulae for this effect were given by Mann and Kuhn [4]. For 

typical values of the energy of a transferable electron in an 
electroactive center (4-5 eV) and for the work functions of 
the most popular metal electrodes (Au, Pt, Ag), overpoten- 
tials smaller than 1 V lead to modest decreases in the tunnel- 
ing coefficient. For example, taking q~°(D)=4.5 eV, 
qb°(Ml) =5.0  eV and (riD)2= 2, we obtain/3talc = 1.58 ~-I  
in the absence of overpotential and fl~alc = 1.49 ,~-1 when 
-q = 1 V is applied. Such small variations in the tunneling 
coefficient have been observed experimentally [ 78]. 

The barrier for ET between two metals may be changed 
by the existence of image forces. The effect of the image 
force between two metals is to reduce the area of the potential 
barrier between them by rounding off the corners and reduc- 
ing the thickness of the barrier. Simons [79] has shown that 
the value of the image potential at the middle of the separation 
between the two electrodes is given by 

Vi = - e  2 In 21(27"ceRe) (23) 

When the separation between the two electrodes is R e = 3 ,~ 
and ¢= 1.88 as in n-hexane, the effect of the image potential 
is to reduce the tunneling barrier height by 0.28 eV. If the 
distance increases to 15 A, the reduction of the barrier is only 
0.056 eV. All ET between metals considered in this work 
i n v o l v e s  R e > 15 A, and thus image force corrections are not 
expected to be significant. 

In order to correct the tunneling barrier measured relative 
to vacuum for the effect of the dielectric (Eq. (15) ), we take 
the refractive index of the bridge as that of the molecule that 
would be obtained if donor and acceptor were replaced by 
hydrogen atoms. 

In Table 3, we present the experimental tunneling decay 
coefficients (flexp) of a large number and variety of systems. 
The criterion used in the selection of these data was that the 
electron donor and acceptor had to be kept at restricted dis- 
tances during the ET process. We considered that the poly- 
methylene chains used in intramolecular electrochemical ET 
across SH(CH2)nR bridges are tilted with respect to the sur- 
face normal by an angle of 30 ° [ 16]. With the exception of 
the systems using more than three proline units as bridges, 
which were not included for the reasons addressed below, the 
experimental values range from 0.9 to 2.3 .A- t. In the same 

. . . . . . . . . . .  I \ l   o le.e, 

e lec trode  reclox center  
in solut ion 

Fig. 5. Electronic energy levels in an electrode in equil ibrium with a redox 

pair in solution. 
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tables, we also present the tunneling decay coefficients 
( / 3 ~ )  calculated according to Eq. (11) and Eq. (15) asso- 
ciated with Eq. (19), Eq. (20), Eq. (21) or Eq. (22). The 
calculated values are in the range 0.8-2.2 ,~- ~. The correla- 
tion between the calculated and experimental values is 
presented in Fig. 6. The point representing adsorbed 
perfluorinated fatty acids as bridges ( I )  was not included in 
the correlation. For the reasons addressed in Section 4, this 
figure does not include the data obtained from the exponential 
dependence of the electrochemical transfer rates on the bridge 
lengths if these bridges are longer than 10 ]k; instead, for 
these systems, the purely electronic factor of the distance 
dependence was included in the correlation when available. 

Calculations of intramolecular ET rate constants can be 
made using the data presented in Table 4 and Table 5. With 
the exception of the parameter Xo, which is smaller than unity 
for spin-forbidden exchanges and when the equilibrium con- 
stant between reactive and non-reactive states is smaller than 
unity, and A, which is only relevant for very exothermic 
reactions, all the other parameters were taken from fields 
outside chemical kinetics. Thus for spin-allowed exchanges 
with I A G°I < 60 kJ mol- t ,  absolute rate constants can be 
calculated. The calculations presented in Fig. 7 (a), Fig. 8 (a) 
and Fig. 9 fall into this category. The calculations shown in 
Fig. 10 refer to a system in which AG°< - 100 kJ mol 
which is appreciably sensitive to the value of A. However, 
the calculations for the system (NH3)5Os-py-{pro}- 
ORu(NH3)5, shown in Fig. 11 (a), can also be considered as 
absolute values. 

Fig. 7(b),  Fig. 8(b) and Fig. l l ( b )  illustrate the free 
energy dependence of the intramolecular ET rates, and com- 
pare the experimental (points) and calculated (lines) values. 
Given the nature of the dependence investigated in these 
calculations, the parameter A had to be adjusted for each 

2.5" 
y = 0.07 + 0.94 x R = 0 . 9 0 . /  

/ 2 .0  

.~e A • 

1.0 

o.,.q , w , 
0 .5  1.0 1.5 2 .0  2 .5  

exp ( ~ )  

Fig. 6. Correlation between calculated and experimental tunneling decay 
coefficients using the data from Tables 1-3. The line was obtained by linear 
regression, excluding the points representing ET through perfluorinated fatty 
acids ( • ) and through prolines (O)  ; the correlation coefficient of this line 
is 0.90; its slope is 0.9 and the y intercept is 0.07. This correlation includes 
ET through vacuum ( + ), intramolecular ET in solution (O) ,  ET in rigid 
media (4,) ,  unimolecular electrochemical ET (A)  and ET across adsorbed 
monolayers ( []) .  

family of reactions. However, this is the only adjustable 
parameter employed in our calculations of ET reactions. 

4. Discussion 

The analysis of Fig. 6 reveals that the tunneling model 
employed to calculate the distance dependence of ET in a 
large number and diversity of systems gives a good account 
of the absolute and relative values of the tunneling decay 
coefficients. Only a few systems merit detailed discussion. 

Table 3 
Reduction potentials of  electron donors and tunneling decay coefficients in intramolecular ET through prolines a 

Donor Spacer Acceptor E~7flz b q b°~ nD ~ /3~,¢ /3e~p(i) ~ /3,1(i) ~ /3~p(f) r /3~1(f ) f 
(eV) (eV) (A ~) (/~,-~) (A -~ ) ( /~ - l )  ( ~ - ~ )  

(NH3)5OsU/m-py g { proline}o~ RO-Com(NH3) s - 0 . 3 0  h 4.14 1.36 1.53 2.03 1.34 
(NH3) 5Oslt/in_py i { proline }o_4 RO-Rum(NH3)s - 0 .30,  4.14 1.36 1.53 1.53 0.67 
(bpy) 2RulLbpy *j  { proline lo_3 RO-Com(NH3)~ - 0 . 8  3.64 1.36 1.44 1.56 0.67 
(bpy)2RuH_bpy k {proline}l~ RO-Com(NH3)s - 1.2 3.24 1.44 1.28 1.28 
(bpy)2Rutt_bpy. i {proline}6.7.9 py-Rum(NH3)~ - 1.2 

0.29 0.46 
0.19 0.50 

a The tunneling decay coefficients were obtained either from the room temperature In k vs. distance dependence (/3e~p) or from the Aom/R vs. distance 
dependence (fl~); only the slopes of the plots with correlation coefficients larger than 0.97 are presented. 
b Electrochemical potentials measured against NHE. 
c Calculated from UTf2 and qb°(NHE) = 4.44 V. 

From methylacetate when { proline t e~ and from N,N-dimethylacetamide when { proline } ~-6- 
e Assuming that a linear correlation exists within the first three members of each series. 
f Assuming that a linear correlation exists within the last three members of each series. 
g Ref. [98]. 
, E~7/d 2 = 0.2 V when { proline }o. 
J Ref. [ 99]. 
J Ref. [ 100]. 
kRef. [101]. 
IRef. [102]. 
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Table 4 

Parameters outside the field of chemical kinetics employed in the calculations of the intramolecular ET rates 

Reactant n *a /o~b(pm) / ~ o b ( p m )  f o ~ b ( J m o l  l p m - 2 )  f ~ d b ( J m o l - t p m  -2)  

Naphthalene ° / -  1.43 139.8 c 381 ~ 
Bipbenyl ° / -  1.44 139.9 d 372 ~ 
Anthraquinone ° / -  1.44 137.5 f 138.5 ~ 449 h 429 ~ 

2,2 '-Bipyridine 1.44 138.8 J 376 k 

Methylviologen 1.46 137.5 ~ 401 t 
Dicyanoethylene ° / -  1.95 130.6 m 130.1 m 617 " 585 " 

Pyridine ° / -  1.46 137.6 o 422 p 
ZnTTP 2.00 203 q 116 r 

Ru(bpy)3÷/2--  2.00 205.6 ~ 203.4 ' 323 ~ 323 

Co(NH3)5OCOR 3 . /~÷  1.00 195 "~ 217 ~ 363 ~ 195 
Ru(NH3) sOCOR 3÷/2+ 1.38 ~ 211 ~ 214" 384 ~ 298 

a Average valence bond order of oxidized and reduced species; for organic species, it was calculated as described in the text for benzene ° : -  ; for ZnTTP and 

Ru(bpy)32+/3-- the transition state bond order was set equal to two for the reasons discussed in the text and illustrated in Scheme 1; for the other transition 

metal complexes, it was taken as the average of published bond orders of analogous complexes [ 36]. 

b Organic species: average bond lengths or force constants of all but the C-H  bonds, which are not expected to contribute to the reaction coordinate; metal 
complexes:  calculated as described in Ref. [36].  
c Ref. [ 103 ]. 

dRef. [104].  

Ref. [ 105 ]. 
f Ref. 1106]. 

Calculated with GAMESS under the ROHF approximation according to Ref. [ 107 ] 
hRef.  [108].  

i Estimated from the ratio of the frequencies of the neutral and anionic species in Ref. [ 1 0 9 ]  
JRef. [110].  
kRef. [111].  

IRef. [112].  

'~ Est imated from tetracyanoethylene in Ref. [ 113 ]. 

n Est imated from tetracyanoethylene in Ref. [ 114]. 

°Ref .  [115].  

PRef. [116].  

qRef.  [117].  

r Z n - N  force constant estimated from the ratio of M-N frequencies in low-spin complexes of Zn (bpy)5 * and Fe(phen)1 ÷ in Ref. [ 118 ], and then multiplied 

by ~/4 according to Ref. [ 31 ]. 

s From data in Ref. [ 31 ] ; when different l igands are coordinated with the metal ion, the parameters shown are weighted averages of those of the bonds involved. 

The electric conduction at 77 K in Ai-adsorbed mono- 
layer-A1 junctions, when the monolayer is made of a short 
chain of perfluorinated fatty acids (seven to ten carbon atom 
chain), seems to have an extremely high distance depend- 
ence. Our tunneling model predicts that perfluorinated hydro- 
carbon chains will give the largest/3c~c values for a given 
barrier height, because they have the lowest refractive indices 
of organic polymers [97]. However, the reported value of 
/3exp for this system is higher than that expected for ET 
through a vacuum with the same barrier height. Thus either 
the experimental value is in error or a different mechanism is 
operating in this system. We are not aware of other measure- 
ments of the distance dependence of ET rates across perfluor- 
inated hydrocarbons, but it would be of interest to verify 
whether such systems exhibit very large/3~xp values. 

The distance dependence of ET rates in electrochemical 
experiments also requires special attention. The/3exp values 
reported for apparently similar systems seem to be inconsis- 
tent. Li and Weaver [ 15] and Forster and Faulkner [ 17] 
obtained/3~xp --- 1.6 ]k- t for redox centers covalently linked 
to the end groups of monolayers adsorbed to gold or platinum 
electrodes. However, Finklea and Hanshew [95] and Carter 

et al. [ 18 ] obtained/3exp = 0.97 A, 1 for other redox groups 
also attached to monolayers adsorbed to the surface of gold 
electrodes. The discrepancy between the/3exp values of these 
systems is at variance with the similarity between their tun- 
neling barrier heights and the molecular structures of the 
monolayers. Apparently, the only difference between the two 
sets of values is the length of the bridges: in the first set they 
are smaller than 10 ]k. This type of difference is usually 
associated with a change in mechanism, from through-space 
tunneling for the shorter bridges to through-bond tunneling 
in the longer bridges. Actually, our tunneling model is con- 
sistent with the larger tunneling decay coefficients, which 
gives support to a through-space mechanism in the shorter 
bridges. However, there is no fundamental reason why a 
through-space mechanism operating in metal-adsorbed mon- 
olayer-metai junctions with monolayers up to 30 .~ in length 
would be inefficient in unimolecular electrochemical trans- 
fers through smaller bridges. A clue to this puzzle can be 
found in the recent temperature dependence studies per- 
formed by Carter et al. [ 18]. The real distance dependence 
of the electronic coupling must be obtained from a plot of the 
pre-exponential term as a function of the bridge length in 
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Fig. 7. Experimental and calculated intramolecular ET rates from biphenylyl 
anion to aromatic acceptors across rigid bridges made of saturated cyclic 
hydrocarbon chains. Data from Table 5. (a) Distance dependence in tetrah- 
ydrofuran showing donor and acceptor in equatorial positions ((3) or other 
conformations ( • ); no parameters were adjusted in these calculations. (b) 
Free energy dependence in rnethyltetrahydrofuran reproduced with the 
adjustment of only one parameter, A. 

order to factor out the distance dependence of the nuclear 
factor. When this is performed, the experimental tunneling 
decay coefficient is in good agreement with that calculated 
with our tunneling model (Table 2). The data on Al-mono- 
layer-A1 junctions at 293 and 77 K indicate that, for this type 
of system,/3cxp has only a small temperature dependence. 

A similar distinction between the distance dependence of 
the nuclear and electronic factors can be made in systems in 
which prolines are used as spacers. In donor--oligoproline- 
acceptor systems, the distance dependence of the ET rates 
has been investigated for edge-to-edge distances ranging 
from 1.4 to 29.3 ~, [ 100]. These distances were estimated by 
taking 1.4 .~ as the distance in the absence of prolines, and 

o 

adding 3.1 A for each proline unit introduced in the bridge 
[ 100]. A non-linear dependence of In k vs. distance was 
observed in these systems. There is some arbitrariness in 
choosing the initial and final slopes of non-linear plots but, 
for the system (bpy)2Ru"-bpy-[proline]~_6-ROCo m- 
(NH3)5, they seem to be 1.3 ~,-1 and 0.3 A-1 respectively. 
Our tunneling model predicts a non-linear distance depend- 
ence of the logarithm of the intramolecular ET rates, because 
the refractive index increases with the size of the molecules. 
The calculated tunneling decay coefficients are in good agree- 
ment with the experimental values when the bridges are made 
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Fig. 8. Experimental (O) and calculated photoinduced intramolecular ET 
rates in acetonitrile of a series of ruthenium trisbipyridyl-methylviologen 
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Data from Table 5. (a) Distance dependence calculated without adjustable 
parameters. (b) Free energy dependence also showing the thermal "hole" 
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transfer rates were calculated with the empirical distance dependence of the 
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11109 ' ~ ~ .  --100 kJ/mol 

s 

7- 

. 
6 " 

4 6 8 l0 12 14 

edge-to*edge distance (~t) 

Fig. 9. Experimental and calculated distance dependence of photoinduced 
intramolecular ET rates in n-butanol of zinc tetratolylporphyrin-quinone 
donor-acceptor molecules covalently linked by rigid homologous spiro- 
cyclic spacers. Data in Table 5. The calculations are not very sensitive to 
the empirical parameter )t, and its value was taken from Fig. 8(b). 
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Fig. 10. Experimental and calculated distance dependence of photoinduced 
intramolecular ET rates in tetrahydrofuran of dimethoxynaphthalene--dicy- 
anoethylene donnr-acceptor molecules covalently linked by rigid polynor- 
bornyl spacers. Data in Table 5. The calculations are sensitive to the 
empirical parameter A, but its value can be transferred from Fig. 7 (b). 

12 

7 • 

2 

-3 

12- 

o 5 l0 

(a) edge-to-edge distances (A) 

15 

m 

3" 

0 . . . .  , . . . .  i . . . .  
-150 -100 -50 0 

(b) AG° (k J/tool) 
Fig. 11. Experimental and calculated intramolecular ET rates in water of 
osmium or ruthenium complexes to cobalt or ruthenium complexes cova- 
lently linked by oligoproline spacers. The Os ~ Ru, Os ~ Co and Ru ~ Co 
thermal ETs are represented by O, • and & respectively; the photochemical 
R u ~  Co ETs are represented by E], Data in Table 5. (a) Distance depend- 
ence of the ET rates; only the calculations on Ru ~ Co ET are appreciably 
dependent on the adjustable parameter A. (b) Free energy dependence of 
the ET rates with one proline as spacer; the value of A was adjusted, 

ent i re ly  due  to the d i s tance  d e p e n d e n c e  o f  the nuc l ea r  fac tor  

w h e n  the  b r idges  are longer  than 10 ,~, because  the  t unne l i ng  

bar r ie r s  i n v o l v e d  on ly  yie ld/3el  = 0.5 , ~ -  ~ if no  = 3.69. W e  

are not  aware  of  the ex i s t ence  of  sys t ems  wi th  such  h igh  

ref rac t ive  indices.  The  d e t e r m i n a t i o n  of/3et  f rom - A S * / R  

vs. d i s tance  plots  rests  on  severa l  a s s u m p t i o n s  [ 101 ],  w h o s e  

va l id i ty  is m o r e  di f f icul t  to assess  for  these  sy s t ems  than  for  

e l ec t rochemica l  ET. Th i s  adv ises  aga ins t  a de ta i l ed  ana lys i s  

o f  these  decay  coeff ic ients .  R a t h e r  than  specu la t ing  on  the i r  
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values, we wish to emphasize the following points: ( 1 ) there 
is reasonable agreement between flexp and/3talc before the 
onset of the helical structure; (2) the decrease in/3ej with 
chain length is much less pronounced than the decrease in 
/3exp, and approaches that expected for/3cal~; (3) ET through 
helical oligopeptides has a smaller distance dependence than 
expected from our tunneling model, suggesting a lower 
energy conduction band for ET in these systems. 

In summary, of the four types of ET system addressed in 
this work (donor-bridge-acceptor, donor-rigid matrix- 
acceptor, metal-monolayer-metal, electrode-monolayer- 
redox center), only the bridges made of helical oligoprolines 
seem to have a smaller distance dependence than that calcu- 
lated by our tunneling model. Next, we discuss the association 
of this tunneling model with ISM to calculate ET rates in 
intramolecular donor-bridge-acceptor systems. 

The intramolecular ET from the biphenylyl anion to a 
naphthyl group in rigid molecules, originally studied by Closs 
et al. [ 13], is ideally suited to test the semiclassical formu- 
lation of ISM with neglect of reaction free energy effects, 
because for these reactions AG°~  - 5  kJ moi -  1. Under this 
approximation, absolute rate constant calculations were per- 
formed and the results are shown in Fig. 7(a).  There is some 
scatter in the experimental data shown, because this refers to 
different conformations of the electron donor or acceptor. 
The scatter illustrates the fact that conformational effects may 
account for an order of magnitude variation in the rates. There 
is a very good agreement between the rates calculated without 
adjustable parameters and the experimental rates measured 
for donors and acceptors in equatorial positions of the bridge. 
The effects of the conformations of the donors and acceptors 
on the ET rates are not explicitly accounted for in the present 
formulation of semiclassical ISM. Nevertheless, the absolute 
calculations of the rates are within an order of magnitude of 
the experimental values. 

The free energy effects on the reaction rates and, in partic- 
ular, the Marcus inverted region, clearly observed for the first 
time in these systems, can be modelled by introducing one 
adjustable parameter, A. Its value of A = 140 kJ mol -  1 was 
obtained by fitting Eq. (5),Eq.  (9a), Eq. (9b)and Eq. (18) 
to the experimental ET rates in MTHF when the biphenyl 
anion is the donor, the bridge is a steroid and a variety of 
acceptors are used. The non-adiabatic factor XR employed in 
these calculations was obtained from Eq. (10). Our fit to the 
experimental rates is shown in Fig. 7(b).  The interpretation 
of Closs et al. [ 13] of this free energy profile based on the 
golden rule expression, to be discussed below, required the 
use of four adjustable parameters. 

Absolute calculations were also performed for photoin- 
duced ET in the covalently linked ruthenium tris (bipyridyl)- 
viologen molecules studied by Yonemoto et al. [82]. ET 
occurs only from a metal-to-ligand charge transfer (MLCT) 
state localized on the bipyridine ligand linked to the acceptor. 
The fraction of MLCT states is 0.064 [ 119], and so this value 
was selected for)to. Fig. 8 (a) shows the calculated and exper- 
imental rates at different donor-acceptor separations. They 

are within a factor of five from each other with A = 100 kJ 
mol -  ~ and are not very sensitive to this parameter. The reac- 
tion free energy dependence of the ET rates in systems mak- 
ing use of similar donors and acceptors separated by a CH2 
linkage is shown in Fig. 8(b).  The rates shown in this figure 
correspond to two distinct situations: in the "normal"  rate 
region, an electron is transferred from an MLCT state to a 
viologen acceptor; in the "inverted" rate region, the negative 
charge returns from the viologen to the ruthenium complex. 
The latter can also be interpreted as the transfer of a hole from 
the ruthenium complex to the viologen. These "electron" or 
"hole"  transfers differ in terms of the parameters character- 
izing the reactants, the distances between donor and acceptor 
and the tunneling decay coefficients. The photochemical ET 
occurs at moderate A G O values and the calculation of the rate 
is not very sensitive to the value of A. Thus the comparison 
between the experimental and calculated photochemical ET 
rates in Fig. 8(b) must be guided by the fact that no para- 
meters were adjusted in our calculations. Again, the calcu- 
lated and experimental rates agree within a factor of five. The 
fits presented by Yonemoto et al. [82] using the golden rule 
expression involved the adjustment of three parameters in the 
normal region and four parameters in the inverted region. The 
application of semiclassical ISM to this system is an impor- 
tant advance in terms of predictability and physical insight. 

The reactants in the "hole"  transfer in these systems are 
the Ru (bpy) 33 +/2 + complex and methylviologen. The para- 
meters representing these reactants are given in Table 4 and 
Table 5. Absolute calculations of the "hole"  transfer rates 
are not possible because these reactions occur at very negative 
A G O values and their rates are very sensitive to the value of 
A. Thus it is not justifiable to make an effort to calculate hole 
frequencies and decay coefficients for this system. Instead, 
in our calculations, we employed the empirical distance 
dependence of the hole transfers [ 82], estimated Re by adding 
3.45 .~ to the R e value of photochemical ET in these systems 
to account for the size of the ligand in the complex and used 
the same frequency for electron and "hole"  transfers. In 
Fig. 8(b),  we compare the free energy dependence of the 
experimental and calculated rates when A is set to 120 kJ 
tool- 1. A larger value of A would lead to faster rates and a 
flatter log k vs. AGO profile. A smaller A would lead to slower 
rates and a steeper log k vs. AG O profile. The selected value 
of A gives a good agreement both with the absolute magnitude 
of the rates and their A GO dependence, indicating that the 
reaction coordinate was well chosen. 

The absolute rate constant calculations presented in Fig. 9 
are a straightforward application of ISM to the photoinduced 
porphyrin-to-quinone ET across oligospirocyclic spacers 
[ 83 ]. No parameters had to be adjusted to obtain agreement 
between the calculated and experimental rates. We set 
A= 100 kJ mo1-1 for consistency with Fig. 8(b).  The bond 
order of the zinc tetratolylporphyrin complex was taken as 
n ~ = 2, by analogy with the metal-bipyridine bond order in 
bipyridine and phenanthroline complexes of transition metals 
[31,36]. 
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The photoinduced dimethoxynaphthalene-to-dicyanovinyl 
ET across polynorbornyl bridges, studied by Oevering et al. 
[ 81 ], has moderately low A G O values. The effect of A on the 
reaction rates cannot be neglected and its value must be esti- 
mated. These systems and those studied by Closs et al. [ 13] 
are structurally similar. Therefore it can be expected that the 
value of A employed to reproduce the rate constants measured 
in MTHF by Closs et al. [ 13] should be transferable to the 
rates measured in THF by Oevering et al. [81 ]. The calcu- 
lations shown in Fig. 10 were made with A = 140 kJ mol-  
and they agree with the experimental rates within a factor of 
five. These results show that the empirical value of A can be 
estimated from similar systems, confirming the consistency 
and predictability of the model. 

The ET rate in the system (NH3)5Os-py-{pro}o~- 
ORu(NH3) 5 can also be calculated without adjustable para- 
meters. In the calculations shown in Fig. 11, we considered 
that the electron being transferred is localized in the pyridine 
ligand of the osmium complex. Thus the parameters repre- 
senting the reactants and products are the average of those of 
pyridine and (HzO) Ru (NH3) 5- For bridges involving three 
or less proline units, the calculated rates are within an order 
of magnitude of the experimental values [99] in a system in 
which the rate constants span over a range of eight orders of 
magnitude. 

Some ET reactions presented in Fig. 11 involve spin-for- 
bidden exchanges at cobalt centers. As mentioned in Sec- 
tion 1, recent experimental and theoretical evidence 
indicates that high-spin to low-spin exchanges in cobalt com- 
plexes must have spin-forbidden factors of approximately 
10-3. We included such factors in the calculations presented 
in this figure. As such factors were not calculated by our 
model, we do not claim that our calculations on these systems 
are "absolute". They are, however, entirely consistent with 
our earlier work on intermolecular electron self-exchanges 
and cross-relations involving cobalt complexes. 

We can analyse the free energy dependence of intramolec- 
ular ET across prolines in aqueous solutions using the rates 
measured by Isied and coworkers [ 100] when the donor and 
acceptor are separated by one proline unit. The reactants 
cannot be characterized by a single set of parameters, because 
they are structurally different. Thus in Fig. 11 (b), we present 
three different calculated curves, corresponding to the para- 
meters of: (i) pyridine - / °  and (HzO)ConmI(NH3)5; (ii) 
pyridine-/o and (H20) Rum/n(NH3)5; (iii) bipyridine-/o 
and (H20)Com/U(NH3)5. The calculations on the two most 
exothermic systems presented in this figure are appreciably 
dependent on the value of A. The adjusted value of A is 350 
kJ mol-1. The improved agreement with the experimental 
rates when different parameters are used to represent the 
reactants shows that A G ° is not the only relevant parameter 
which varies in this series of reactions, i.e. the series is not 
homogeneous. The value of A found in these systems is sig- 
nificantly higher than that for the other intramolecular ET 
reactions studied here, but is similar to that found in inter- 
molecular ET in aqueous solution [ 36]. A similar increase 

from 148 kJ mol-  1 in cyclohexane to 200 kJ mol-  1 in ace- 
tonitrile has been reported for ET quenching of excited state 
fluorophores [ 53 ]. The increase in the value of A is associated 
with a better coupling between reactive and non-reactive 
modes, which facilitates the accommodation of the reaction 
exothermicity in the non-reactive modes. This picture is com- 
patible with the larger values of A for reactions of ionic spe- 
cies in more polar solvents. 

Our calculations may be compared with those making use 
of Fermi's golden rule derived from quantum mechanical 
perturbation theory. According to this rule, the ET rate is 
written as a product of an electronic and a nuclear factor 

2"/7" 2 
kgr = --h--V RFC (24) 

where VzR is the distance-dependent coupling between reac- 
tant and product electronic wavefunctions and FC represents 
the Franck-Condon factor derived from the overlap of the 
nuclear wavefunctions. The Franck-Condon factor explicitly 
depends on three parameters: the solvent reorganization 
energy (As), the internal reorganization energy (Ai) and an 
averaged frequency of typical skeletal vibrations (w). The 
dielectric continuum model developed by Marcus can be used 
to estimate the value of As. The value of 1500 cm-  1 is some- 
times adopted for w. For each series of ET reactions, the 
values of Ai and the electronic coupling matrix element (VR) 
are obtained from the fitting of Eq. (24) to the experimental 
profile of the ET rates vs. reaction free energies. A good fit 
of the free energy dependence of the ET rates usually requires 
the adjustment of the four parameters mentioned above 
[80,82,120-122]. The use of Eq. (24) to fit simultaneously 
the free energy and distance dependence of intramolecular 
ET rates in rigid systems requires the knowledge of a fifth 
parameter (the tunneling decay coefficient/3) and, to our 
knowledge, has not been attempted. Thus the application of 
Eq. (24) to the free energy and distance dependence of these 
systems normally requires empirical estimates of VR=o,/3, 
As, Ai and ~o. The application of ISM requires only one empir- 
ical parameter, A, which we keep constant for similar reac- 
tions in the same reaction conditions. Although it is not fair 
to compare the quality of the fit obtained by a model with 
five adjustable parameters with that of another model using 
only one adjustable parameter, the quality of the fit obtained 
with ISM is at least comparable with the quality of the fit 
obtained by Eq. (24). 

The results of our absolute rate calculations on these intra- 
molecular ET reactions are very encouraging and suggest that 
it should also be possible to perform similar absolute rate 
calculations on intermolecular o'*-d electron transfers in tran- 
sition metal complexes. Earlier attempts to make such cal- 
culations were hindered by the non-adiabaticity of these 
reactions, and required the empirical estimate of the corre- 
sponding non-adiabatic factors [31,36]. These factors were 
estimated to range from XR = 10- 2, for exchanges involving 
hexaaquo complexes, to XR = 1 0 - 6 ,  for tris(2,2'-bipyridyl) 
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complexes. We can now estimate the distance-dependent 
non-adiabatic factors of ~*-d ET using our tunneling model. 
The edge-to-edge distance in these complexes is given by 

R e = R c - l o x - l r e d  ( 2 5 )  

where Rc is the metal-metal distance in the activated complex 
and/ox and lr~a are the metal-ligand bond lengths. The tun- 
neling barriers are determined by the absolute thermody- 
namic potentials of the oxidation-reduction couples (E °) 
[ 123], divided by the square of the refractive index of the 
ligands. Using E ° =  -0 .41  V vs. NHE for Cr(H20) 3+/2+ 
and E ° = 1.51 V vs. NHE for Mn (H20) 3 + / 2 +, with the abso- 
lute thermodynamic potential of NHE (4~ ° = 4.44 eV) and 
nD=1.333 for water, we obtain 2 .7×10 2 < X R < l . 2 ×  
10- 2. Similarly, using E ° = 1.72 V vs. NHE for Ni (bpy) 3 ÷/2 + 
and E°=0.36 V vs. NHE for Co(phen) 3+/2+, we obtain, 
with nD = 1.62 for bipyridyl, 3.1 × 1 0 - 7 < X R  < 1.7× 10 6. 
The agreement between the calculated and empirical XR 
values shows that it is possible to use ISM to make absolute 
calculations of intermolecular ~r*-d electron transfers in 
transition metal complexes. 

The only caveat concerning applications of ISM to ET is 
the difference between intramolecular and intermolecular fre- 
quencies: the former is an electronic frequency approximately 
two orders of magnitude larger than the latter, which is a 
nuclear frequency. 

5. Conclusions 

This work has shown that the distance dependence of ET 
in a wide variety of rigid systems can be treated as electron 
tunneling from the donor to the acceptor through a square 
potential barrier. The length of the tunneling barrier is given 
by the donor-acceptor edge-to-edge distance. The height of 
the barrier can be calculated as the difference between the 
energy of the electron at rest in a vacuum and its energy in 
the donor, divided by the optical dielectric constant of the 
medium crossed by the electron. This accounts for the die- 
lectric stabilization of the electron energy by the molecular 
properties of the medium. This tunneling model and the elec- 
tronic frequency factor, /.)el=5 X 1014 S 1, can be associated 
with ISM to calculate the rate of intramolecular ET in rigid 
systems, if the electron initially occupies a deiocalized 7r* 
molecular orbital of the donor. For reactions with I A G O 1 < 50 
kJ mol-~, it is possible to make absolute calculations of 
intramolecular ET rates which are within one order of mag- 
nitude of the experimental rates. The tunneling model also 
provides a rationale for the empirical non-adiabatic factors 
found in earlier applications of ISM to o-*-d electron 
exchanges between transition metal complexes. 

The picture that emerges from our applications of ISM to 
ET reactions of transition metal complexes and organic spe- 
cies is that absolute rate calculations can be made if the force 
constants, bond lengths and bond orders of the reactants are 
known and if the reaction free energies are not very negative. 

For very exothermic ET, the calculations involve an empirical 
parameter A, which is constant for reactions involving similar 
reactants and solvents and is related to the dynamics of the 
reaction. 
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